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ABSTRACT 

Emotion-aware music information retrieval (MIR) has 

been difficult due to the subjectivity and temporality of 

emotion responses to music. Physiological signals are re-

garded as related to emotion and thus could potentially be 

exploited in emotion-aware music discovery. This study 

explored the possibility of using physiological signals to 

detect users’ emotion responses to music, with considera-

tion of individual characteristics (personality, music pref-

erences, etc.). A user experiment was conducted with 23 

participants who searched for music in a novel MIR sys-

tem. Users’ listening behaviors and self-reported emotion 

responses to a total of 628 music pieces were collected. 

During music listening, a series of peripheral physiologi-

cal signals (e.g., heart rate, skin conductance) were rec-

orded from participants unobtrusively using a research-

grade wearable wristband. A set of features in the time- 

and frequency- domains were extracted from the physio-

logical signals and analyzed using statistical and machine 

learning methods. Results reveal 1) significant differ-

ences in some physiological features between positive 

and negative arousal and mood categories, and 2) effec-

tive classification of emotion responses based on physio-

logical signals for some individuals. The findings can 

contribute to further improvement of emotion-aware in-

telligent MIR systems exploiting physiological signals as 

an objective and personalized input. 

1. INTRODUCTION 

Mood-based music discovery is a typical scenario of mu-

sic information retrieval (MIR). Previous research has 

adopted content-based [11][27], collaborative filtering 

[7], or semantic-based [4] approach to recognize the emo-

tion the music expressed and therefore enable emotion-

aware MIR. Beyond research, Web-based music services 

are also available to support searching for music based on 

emotions, such as MoodFuse, Musicovery, etc. 

However, emotion responses to music are subjective, 

varying from one user to another. They are also temporal 

in that the same user may respond to the same music dif-

ferently at different times [33]. These make it challenging 

to optimize emotion-aware music retrieval. 

Physiological signals such as heart rate, blood pressure 

and skin conductance were found to be related to people’s 

emotion status [1][12][20] and they are deemed objective 

compared to self-reported emotion status which has been 

criticized as being subjective and sometimes inaccurate 

[2][3]. Therefore, physiological signals could potentially 

be exploited in emotion-aware music discovery. In addi-

tion, with the rapid development of wearable technology 

in recent years, peripheral physiological signals can be 

collected from users through small and less noticeable 

devices (e.g., wristband) in naturalistic settings in unob-

trusive manners [13]. This advantage is not yet compara-

ble by methods of gathering other physiological signals 

such as eye tracking and electroencephalography, and 

thus peripheral physiological signals are currently prefer-

able for studying users’ emotion responses to music in 

everyday life. 

This study, therefore, aims to explore to what extent 

physiological signals measured by a wearable device are 

related to users’ emotion responses to music played on an 

MIR system. Specifically, we are interested in the follow-

ing research questions: 

RQ1: Among features extracted from physiological 

signals collected during music listening, which ones dif-

fer significantly across different emotion responses?  

RQ2: To what extent can physiological signals col-

lected during music listening be used to predict users’ 

emotion response to music? 

As emotion responses to music may vary across listen-

ers [37], we take into consideration listeners’ characteris-

tics by asking the following question: 

RQ3: To what extent do prediction performances vary 

across different users and user characteristics (i.e. person-

ality, music preferences)?  

To answer these questions, a user experiment was 

conducted to collect data of users’ interactions with a 

novel MIR system [17]. During the experiment, partici-

pants were asked to explore the music collection in the 

system while users’ music listening behaviors and self-

reported emotion responses to the music were recorded 

by the system. Simultaneously, physiological signals of 

the users were collected using a research-grade wearable 

wristband. Statistical tests and machine learning classifi-

ers were applied to analyze the data, with classification 

performances compared across different classification 
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algorithms and users. Furthermore, collected in the pre-

experiment questionnaire, participants’ personality and 

music preferences were analyzed to see if they played a 

role in the relationships between physiological signals 

and emotion responses to music. As one of the first stud-

ies exploiting peripheral physiological signals in MIR, 

findings of this study can shed light on the feasibility of 

predicting users’ emotion responses to music based on 

physiological signals and contribute to future implemen-

tation of emotion-aware MIR systems. 

2. RELATED WORK 

Work related to this study can be broadly categorized into 

physiological signal analysis in information retrieval and 

emotion-based music discovery. 

2.1 Physiological Signals in Information Retrieval 

Although using physiological signals as an implicit 

measurement of users’ affective states during information 

retrieval process is still an emerging research topic, sev-

eral recent studies have demonstrated its usefulness in 

predicting users’ relevance judgments [2][3][28] and en-

gagement levels [12]. Moshfeghi and Jose [28] used 

physiological features derived from heart rate, galvanic 

skin response, and skin temperature, along with facial ex-

pression features and behavioral features (i.e. dwell time), 

to predict users’ relevance judgments in video retrieval 

tasks. They found that the combination of dwell time and 

heart rate features performed better for the task with en-

tertainment-based search intention (i.e., when the main 

purpose of video search was to adjust arousal level or 

mood). Edwards and Kelly [12] combined skin conduct-

ance, heart rate with search behavior measures to evaluate 

users’ levels of engagement, frustration, and stress when 

conducting searching tasks on a Web search interface. 

The results suggested that heart rate might be more asso-

ciated with negative arousal, and skin conductance with 

positive arousal. 

These studies in text and video information retrieval 

were encouraging and inspiring, yet there is little research 

on MIR exploiting physiological measures. Like many 

videos, music is a strong stimulus in eliciting emotion 

from listeners [23], and many users indeed listen to music 

for the very purpose of emotion modulation [16][34]. 

Considering the close relationship between music and 

emotion, as well as that between emotion and physiologi-

cal signals, this study aims to help bridge the gap of in-

corporating physiological signals in MIR. 

2.2 Emotion-aware MIR 

The majority of previous research on music emotion 

recognition adopted content-based [11][27], collaborative 

filtering [7], and/or semantic-based [4] approaches which 

may suffer various shortcomings such as ignoring indi-

vidual differences and the “cold start” problem (i.e., the 

recommendation performance is poor when few user rat-

ings are available) [25]. Physiological signals, on the oth-

er hand, provide a new approach to understand users’ 

emotion response to music. Several prior studies have 

probed physiology-based approach in MIR and yielded 

promising initial results. The Affective DJ project [9] 

used changes in users’ skin conductance to detect users’ 

mood based on which it helped users select music and 

generate playlists. Their evaluation results confirmed that 

skin conductance has a significant correlation with per-

ceived excitement level of a song. Oliver et. al [30] also 

proposed a framework of automatic playlist generation by 

monitoring users’ purpose of music listening and physio-

logical responses (i.e. heart rate, galvanic skin response, 

respiration rate, and movement) to music. As an exemplar 

case of the framework, the MPTrain system was designed 

and implemented for selecting songs for runners to ac-

company their exercises. More recently, an affective mu-

sic player (AMP) was developed to select music for mood 

enhancement by modeling the effects of music based on 

changes in skin conductance level and skin temperature 

[22]. Validation of the AMP found that lower skin tem-

peratures were related to more positive emotions induced 

by music listening. 

Notwithstanding the impact of these existing studies, 

the investigation on the relationship between physiologi-

cal signals and emotion responses to music is still limited. 

Moreover, to the best of our knowledge, few studies have 

probed whether and how individual differences (in per-

sonality, music preferences, etc.) may play a role in such 

relationships. This study aims to bridge these gaps. 

3. USER EXPERIMENT OF INTERACTIVE 

MUSIC SEARCH 

The purpose of this experiment was to collect physiolog-

ical signals and self-reported emotion response to music 

during music searching and listening. To encourage par-

ticipants to interact with music, during the experiment, 

participants were asked to create a playlist using a novel 

Web-based music retrieval system. Participants’ physio-

logical signals during music listening were collected, as 

well as their self-reported emotion responses to each 

piece of music they listened to. 

3.1 The MIR System 

The Moody system [18] (now in its 3rd version) is a novel 

music retrieval system which supports searching for 

songs using several criteria: Genre (e.g., folk, jazz), Oc-

casion (e.g., party, workout), Artist, Song, Album, and 

presents basic metadata and album image of each re-

trieved song (shown in Figure 1). Users can listen to any 

songs they are interested in using an HTML5 music play-

er embedded in the Web interface of the system. They 

can also select any songs to add into a playlist at any 

time. Users’ interactions with the systems (e.g., search, 

play) are recorded in the system logs.  

The music collection hosted in the system is a subset 

of the Jamendo dataset, one of the world’s largest digital 

services for free music. The subset of 10K tracks was ob-
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tained through the Grand Challenge in User Experience 

of the Music Information Retrieval Evaluation Exchange 

(MIREX)[17]. All the tracks are under the CC-BY license 

and thus the full tracks (of 60+ Gigabytes in total) can be 

freely listened to by the public. Metadata of the tracks 

(e.g., title, album, artist) as well as free tags were also ob-

tained from Jamendo and displayed in the system to facil-

itate searching and browsing. 

 

Figure 1. Interface of the Moody System (version 3) 

3.2 Experiment Procedure 

The experiment consisted of four main phases: 1) pre-

experiment questionnaire; 2) instructions of the Moody 

system and the search task; 3) participants searching and 

listening to music; and 4) post-experiment questionnaire. 

The pre-experiment questionnaire gathered infor-

mation on demographics, music listening behaviors, mu-

sic preference, and personality as measured by the Ten 

Item Personality scale (TIPI) [14] which contains 10 

questions in five dimensions: extrovert - introvert; agree-

able - disagreeable; open-close; stable - unstable; consci-

entious - unconscientious. 

During phase 3, participants were asked to use the 

Moody system for no less than 40 minutes, looking for at 

least 10 songs they liked to make a playlist. They were 

encouraged to search for different types of music for a 

more diverse experience. For each music piece listened to 

for more than 30 seconds, participants would be prompt-

ed to answer two questions on their current emotion. The 

first question asked participants to give a score of arousal 

[32] on a scale of -10 (low arousal) to 10 (highly 

aroused), while the second question was to choose a 

mood category from a set of options adapted from [37] 

(Figure 2).  

Also during phase 3, participants were asked to wear 

an Empatica E4 wristband [13] which is one of the few 

wearable devices designed specifically for measuring 

physiological signals for research purposes. This device 

supports real-time data acquisition and provides a secure 

API for raw data downloading. It has been used in emo-

tion-related studies in psychology, health sciences, etc. 

with high reliability (e.g., [29]). For signal stabilization, 

the wristband was mounted on a participant’s wrist 2 

minutes before the search task started. 

After conducting the task, the last phase of the experi-

ment was for the participants to fill out a post-experiment 

questionnaire concerning their emotional states and gen-

eral experience of the experiment including the search 

process.  

The experiment took place in a computer classroom 

where participants worked on iMac computers. Ear-

phones were used during the music searching and listen-

ing. Ethical consent forms were signed at the beginning 

and a nominal remuneration was paid at the end to com-

pensate participants’ time. 

 

Figure 2. Question on mood popped up in the Moody 

system. (Translation of the instruction: “Please choose 

one of the following moods that can best represent your 

current mood. (Note: This refers to your mood, not the 

mood expressed by the music piece).”) 

3.3 Data Collection 

23 participants (15 males, 8 females) were recruited to 

join this experiment. All participants were undergraduate 

or graduate students in a comprehensive university in 

Hong Kong, whose majors ranged from Social Sciences, 

Science, Engineering, Business, Humanities & Arts to 

Medicine, with a diverse background in music knowledge 

and a relatively high frequency of music listening ranging 

from several times a week to a daily basis.  

Physiological signals collected included electrodermal 

activity (EDA), blood volume pulse (BVP), inter beat in-

terval (IBI), heart rate (HR) and skin temperature 

(TEMP). The sampling rates of EDA, BVP, HR, and 

TEMP are 4 Hz, 64Hz, 1Hz, and 4Hz respectively. 

Among all participants, we collected arousal and mood 

ratings for 628 pieces of music. Each piece of music was 

listened to for approximately 80 seconds on average. 

4. DATA ANALYSIS 

4.1 Data Preprocessing 

Before extracting features, we constructed two datasets: 

one with raw physiological signals, and the other with 

normalized physiological signals by z-score normaliza-
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tion [31]. As physiological signals vary across individuals 

[26], the normalization was conducted within each indi-

vidual participant.  

Time-series of physiological data in both datasets were 

then aligned with the starting and ending time of each 

music piece played in the experiment as recorded by the 

Moody system logs. Physiological data were then split 

into chunks corresponding to each song played by each 

participant in the experiment.  

The emotion status reported by participants after lis-

tening to each piece was aligned with the physiological 

signals and taken as the ground truth labels in the classi-

fication analysis. The arousal and mood values rated by 

participants were then grouped into three main categories 

(i.e. positive, negative, neutral) for comparison using 

ANOVA and t-tests as well as classification. This result-

ed in 436 positive, 175 negative, and 17 neutral (i.e., 0) 

arousal ratings. For mood ratings, we combined the mood 

categories into positive (happy, blessed, etc.), negative 

(sad, fearful, etc.), and neutral moods (i.e. none), result-

ing in 387, 141, and 100 ratings respectively.  

4.2 Feature Extraction  

After data preprocessing, features of physiological signals 

during each music listening period were extracted based 

on time series and spectrum analysis. Table 1 summarizes 

the features extracted in this study. 

 

Category Features 

Descriptive statistics 

of raw signals 

Mean, Standard deviation, Medi-

an, Range [8], [20] 

Time series features 

Means of the absolute values of 

the 1st / 2nd differences of the raw 

/ normalized signals [31] 

Frequency domain 

features 
HF, LF, LF/HF [36] 

Physiological signal 

specific features 

skin conductance response 

(SCR)[6],  

heart rate variability (HRV) [1] 

Table 1. Features extracted from physiological signals. 

Features considered in this study were those found 

closely linked to emotions by previous studies 

[1][6][8][20][31][36], including descriptive statistics such 

as median, range, standard deviation (stdev), means of the 

first difference in raw values (MFDR) and in normalized 

values (MFDN), means of the second difference in raw 

values (MSDR) and in normalized values (MSDN), low 

and high frequency (LF, HF) in frequency spectrum 

which was obtained through a Fast Fourier Transfor-

mation (FFT) on the time domain signals, as well as the 

ratio of the two (LF/HF). In addition, two features specif-

ic to physiological signals were considered. The first is 

skin conductance response (SCR) which depicts the phe-

nomenon of the skin momentarily being a better conduc-

tor of electricity. The SCR is characterized by an increase 

in electrodermal response followed by a decrease in re-

sponse [6]. It is generally related to stimulus arousal [24]. 

The second is heart rate variability (HRV) which 

measures the continuous interplay between sympathetic 

and parasympathetic influences on the heart rate. HRV 

has been found relevant to arousal as well [1]. 

4.3 Feature Analysis 

Using a one-way ANOVA, we compared physiological 

features across the three arousal categories as well as the 

three mood categories (i.e., positive, negative, neutral). 

We also applied t-tests on the features between positive 

and negative categories of arousal and mood (i.e., without 

consideration of the neutral categories). As multiple 

comparisons were involved, Bonferroni correction [15] 

and Benjamini–Hochberg procedure [5]were applied to 

ANOVA and t-tests respectively to control Type I error. 

Features with significant differences across arousal and 

mood categories are identified.  

4.4 Classification and Evaluation 

A machine learning approach was applied to measure the 

extent to which physiological signals could be used to 

recognize users’ emotion responses to music listening, in 

positive and negative categories of arousal and mood. 

Specifically, we trained and compared the performance of 

several well-adopted classification models representative 

of different approaches, namely decision tree, k-Nearest 

Neighbor (k-NN), naïve Bayes and SVM.  

As the sample distribution across the positive and neg-

ative categories is unbalanced, for each classifier and 

each category pair (i.e., arousal, mood), we constructed a 

balanced dataset by randomly selecting samples from the 

larger categories and performed a classification experi-

ment on the balanced dataset. This process was repeated 

10 times and within each time a 10-fold cross-validation 

was applied to evaluate the performances. 

Besides classification based on the whole feature sets, 

the forward feature selection method was applied in com-

bination with the classifiers to remove redundant and 

noisy features and improve classification performances. 

In addition, to examine whether prediction perfor-

mances vary across different user characteristics, we also 

conducted a classification experiment on data partitioned 

by participants, their personality, as well as their music 

preferences. 

5. RESULTS AND DISCUSSION 

5.1 Features with Significant Differences across Emo-

tion Categories 

Features found with significant differences in the 

ANOVA and t-test results after Bonferroni correction are 

shown in Table 2. 

For arousal, both tests indicated that BVP, HR and 

EDA features differed significantly across categories. For 

mood, HR_range showed consistent significance across 

the two tests. In addition, HR and EDA seem more prom-
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ising than other physiological signals in predicting and/or 

monitoring listeners’ emotion responses to music. How-

ever, TEMP features, SCR, and time domain measures of 

HRV were not significant in either test. 

Feature 
Arousal Mood 

ANOVA t-test  ANOVA t-test  

BVP_median 0.034 0.012 0.004 - 

BVP_HF 0.049 0.007 - - 

HR_stdev 0.022 0.002 - 0.005 

HR_range 0.010 < 0.001 0.039 0.003 

HR_LF 0.022 < 0.001 - 0.004 

HR_HF 0.028 0.001 - 0.006 

EDA_MFDN 0.020 0.003 - - 

EDA_MSDN 0.017 0.003 - 0.008 

EDA_LF/HF 0.036 - - - 

IBI_median - - 0.006 - 

IBI_mean - - 0.006 - 

Table 2. Significant results (p values) of ANOVA and t-

tests across extracted features. 

5.2 Classification on the Dataset of All Listeners 

Table 3 shows the performances of different classifiers 

with feature selection, on datasets balanced by repeated 

random sampling. Both accuracy and Cohen’s kappa are 

used as performance measures. In general, the classifica-

tion performances on the dataset aggregated across all 

users were low, with the best performances (k-NN) being 

around 60% in accuracy (baseline 50%) and lower than 

0.2 in Cohen’s kappa (indicating low agreement [35]).  
 

Classifier 
Arousal Mood 

Accuracy Kappa Accuracy Kappa 

Decision Tree 55.43% 0.109 60.04% 0.201 

k-NN 59.97% 0.199 60.78% 0.216 

Naïve Bayes 57.74% 0.155 58.83% 0.177 

SVM 58.40% 0.168 59.50% 0.190 

Table 3. Classification results on balanced datasets con-

sisting of all listeners. 

5.3 Classification on Individual Listeners 

To examine whether and how prediction results differ 

across participants, the k-NN classifier was applied to da-

tasets of individual participants. As the sample sizes of 

some participants were not sufficient for constructing 

balanced datasets of non-trivial sizes, these sets of exper-

iments on individual participants were performed on un-

balanced datasets. Therefore, F1 measure and Cohen’s 

kappa were used and reported in Table 4. From the Co-

hen’s  kappa values in the results, we can see that the per-

formances on individual listeners were much better than 

those on the dataset of all participants (Table 3). This dif-

ference implies that individual variability on physiologi-

cal signal analysis might be too large to build generic 

classifiers that work for most (if not all) listeners.   

The results also indicate that, for some participants, 

e.g. Users 5, 8, and 18, the prediction worked well for 

both arousal and mood, whereas for other participants, 

such as users 11, neither prediction exhibited good results 

(Cohen’s  kappa values were lower than 0.2). The varia-

bility of prediction performances across participants cor-

roborates with findings in existing research that physio-

logical signals are highly individual dependent [19][26].  
 

User 
No. of 

songs 

Arousal Mood 

F 

measure 
Kappa 

F  

measure 
Kappa 

User 1 24 90.00% 0.400 78.57% 0.294 

User 2 24 81.48% 0.577 62.50% 0.262 

User 3 28  78.57% 0.571 90.00% 0.800 

User 4 45  80.00% 0.537 93.33% 0.700 

User 5 43  98.70% 0.788 93.55% 0.604 

User 6 30  81.25% 0.490 84.85% 0.516 

User 7 29  86.36% 0.435 93.03% 0.516 

User 8 17  96.54% 0.767 96.55% 0.767 

User 9 24  94.44% 0.694 96.30% 0.765 

User 10 33  87.80% 0.670 92.31% 0.747 

User 11 21  93.75% -0.063 97.14% 0.000 

User 12 18  88.89% 0.722 93.33% 0.843 

User 13 25  94.74% 0.614 90.48% 0.405 

User 14 29  91.30% 0.580 95.00% 0.750 

User 15 31  80.00% 0.427 83.72% 0.440 

User 16 30  92.59% 0.259 92.31% 0.423 

User 17 32  88.89% 0.595 85.00% 0.475 

User 18 33  98.36% 0.784 98.31% 0.784 

User 19 33  84.45% 0.507 90.32% 0.750 

User 20 35  84.00% 0.380 91.67% 0.586 

User 21 16  91.67% 0.673 96.00% 0.818 

Table 4. Classification performance on individual partic-

ipants. 

5.4 Classification on Participant Groups  

Table 5 shows classification performance of users with 

different personalities. Personality was determined based 

on responses to the TIPI questionnaire [14] which con-

sisted of five personality dimensions. For each dimen-

sion, each user was categorized to either end based on 

their answers to the two question items in that dimension. 

This set of experiments were also conducted on balanced 

datasets, with accuracy and Cohen’s kappa values report-

ed (Table 5). Compared to performances on the dataset of 

all listeners (Table 3), classification performances on 

some of the personality dimensions were better. In partic-

ular, predictions on users with Agreeable personality 

reached Cohen’s kappa values of 0.581 (for arousal) and 

0.682 (for mood) which are deemed as medium and high 

agreement levels respectively [35].  

Another observation is that the personality dimensions 

with relatively high classification performances had low-

er numbers of users compared to other personality dimen-

sions. A correlation analysis revealed significant negative 

correlations between the number of users and classifica-

tion performances (r = - 0.78 for both measures of arous-
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al, p = 0.008; and r = - 0.62 for both measures of mood 

prediction, p = 0.054). This again implies the significance 

of individual differences in physiological signal analysis. 

A suggestion for future research is thus to analyze phys-

iological signals within individual users.    
 

Personality 
No. of 

users 

Arousal Mood 

Accuracy Kappa Accuracy Kappa 

Extrovert 12 62.42% 0.248 65.00% 0.300 

Introvert 11 67.56% 0.351 63.65% 0.273 

Agreeable 3 79.03% 0.581 84.09% 0.682 

Disagreeable 20 62.50% 0.250 61.64% 0.233 

Open 7 64.51% 0.290 66.58% 0.332 

Close 16 62.96% 0.259 74.69% 0.494 

Stable 9 64.07% 0.281 69.38% 0.388 

Unstable 14 62.39% 0.248 62.41% 0.248 

Conscientious 6 69.75% 0.395 68.91% 0.378 

Unconscien-

tious 
17 60.65% 0.213 61.05% 0.221 

Table 5. Classification performances of each personality 

dimension.  

Besides personality, users’ music preference might 

play a role in their emotion responses to music [21]. 

Therefore, we grouped the participants based on their 

self-reported genre preferences using the k-means cluster-

ing algorithm, with the optimal k value selected by the 

Davies Bouldin index [10]. The results yielded three clus-

ters corresponding to preferences as shown in Table 6. 

We then conducted classification experiments on partici-

pants in each of the clusters, using the k-NN algorithm 

and balanced datasets. Prediction performances (Table 6) 

were higher than those on the whole dataset (Table 3), 

and the performances on the mood classification of clus-

ter 2 were comparable to those of some individual users 

(Table 4). These results indicate that certain music pref-

erences might play a role in predicting emotion responses 

to music based on physiological signals. Future work is 

needed to further investigate this phenomenon, preferably 

with larger samples.   

Cluster Preferences 
No. of 

users 

Arousal Mood 

Accuracy κ Accuracy κ 

0 Pop only 7 64.26% 0.285 71.32% 0.426 

1 
Classical, 

Folk, Pop 
10 65.17% 0.303 64.06% 0.281 

2 
Electronica, 

Rock, Pop 
6 69.02% 0.380 76.76% 0.535 

Table 6. Classification performances of participant clus-

ters based on music preferences. 

6. CONCLUSION AND FUTURE WORK 

This paper presented a study towards recognizing users’ 

emotion response to music using physiological data ob-

tained from wearable sensors. ANOVA and t-tests re-

vealed that heart rate (HR) and electrodermal activity 

(EDA) features were consistently significant in both 

arousal and mood dimensions. This finding provides em-

pirical evidence for feature extraction and selection in fu-

ture studies. In predicting emotion responses to music 

based on physiological signals during music listening, 

predictions on individual participants showed promising 

performances as well as large performance differences 

across individuals. These results verified that the predict-

ability of emotion responses to music based on physio-

logical signals may vary from person to person. Addi-

tionally, the classification experiments conducted on data 

partitioned by personality dimensions and music prefer-

ences illustrated that classification based on physiological 

signals might be more effective for users with certain per-

sonality traits or genre preferences, such as being agreea-

ble or preferring Electronica and Rock music. However, 

these results were confounded with the sample size, as 

the number of users in each personality category was 

negatively correlated with performance measures, further 

indicating variability across users and suggesting that in-

dividual-based analysis might be more fruitful for ex-

ploiting physiological signals. The results reported in this 

paper demonstrate the potential of physiological sensing 

techniques in emotion-aware MIR. This opens up a num-

ber of possibilities in future MIR systems and services, 

such as recommending music based on users’ current 

physiological measures and maintaining mood-based 

playlists which can be adjusted in real time based on 

changes in physiological signals, etc. 

Future studies will be conducted to further investigate 

in which circumstances physiological signals are more 

effective in predicting emotion responses to music. Com-

binations of factors will be considered such as the match-

ing between music preferences and the music pieces be-

ing listened to. In the next stage of our research, we will 

also explore the effect of incorporating music features 

(e.g., acoustic, emotion, occasion, etc.) in the prediction 

as well as users’ behavioral logs recorded in the user ex-

periment. Besides, the experiment in this study was run in 

laboratory settings. To achieve a higher level of ecologi-

cal validity, future experiments can be extended to the 

everyday environment of the participants and for longer 

time spans. 
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